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The goal of the computer system design has been shifted to power and energy efficiency. To identify 

open challenges in the area and facilitate future advancements, it is essential to synthesize and classify 

the research on power and energy-efficient design conducted to date. In this study, we discuss causes 

and problems of high power/energy consumption, and present the taxonomy of energy-efficient design 

of computing systems covering the hardware, operating system, virtualization, and data center levels. 

We study various key works in the area and map them onto our taxonomy to guide future design and 

development efforts. This paper concludes with a discussion on advancements identified in energy- 

efficient computing and our vision for future research directions. 
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ABSTRACT 
 

 

INTRODUCTION 
 

The primary focus of designers of computing systems and the industry has been on the 

improvement of the system performance. According to this objective, the performance has 

been steadily growing driven by more efficient system design and increasing density of the 

components described by Moore’s law [1]. Although the performance per watt ratio has been 

constantly rising, the total power drawn by computing systems is hardly decreasing. 

Oppositely, it has been increasing every year that can be illustrated by the estimated average 

power use across three classes of servers presented in Table I [2]. If this trend continues, the 

cost of the energy consumed by a server during its lifetime will exceed the hardware cost [3]. 

The problem is even worse for large-scale compute infrastructures, such as clusters and data 

centers. It was estimated that in 2006 IT infrastructures in the United States consumed about 

61 billion kWh for the total electricity cost about 4.5 billion dollars [4]. The estimated energy 

consumption is more than double from what was consumed by IT in 2000. Moreover, under 
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current efficiency trends, the energy consumption tends to double again by 2011, resulting in 

7.4 billion dollars annually. Energy consumption is not only determined by hardware 

efficiency, but it is also dependent on the resource management system deployed on the 

infrastructure and the efficiency of applications running in the system. This interconnection of 

the energy consumption and different levels of computing systems can be seen in Fig. 1. 

Energy efficiency impacts end-users in terms of resource usage costs, which are typically 

determined by the total cost of ownership (TCO) incurred by a resource provider. Higher 

power consumption results not only in boosted electricity bills but also in additional 

requirements to a cooling system and power delivery infrastructure, that is, uninterruptible 

power supplies (UPS), power distribution units (PDU), and so on. With the growth of 

computer components density, the cooling problem becomes crucial, as more heat has to be 

dissipated for a square meter. Apart from the overwhelming operating costs and the total cost 

of acquisition (TCA), another rising concern is the environmental impact in terms of carbon 

dioxide (CO2) emissions caused by high energy consumption. Therefore, the reduction of 

power and energy consumption has become a first-order objective in the design of modern 

computing systems. 

Table I 

 
Estimated Average Power Consumption per Server Class (w/u) from 2000 to 2006 [2] 

 
 

Server 

Class 

2000 2001 2002 2003 2004 2005 2006 

Volume 186 193 200 207 213 219 225 

Mid- 

range 

424 457 491 524 574 625 675 

High-end 5534 5832 6130 6428 6973 7651 8163 
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Figure 1: Energy Conversion in different levels in computing systems 

 
 

PROBLEMS OF HIGH POWER & ENERGY CONSUMPTION 

 
A. High powerconsumption 

The main reason of the power inefficiency in data centers is low average utilization of the 

resources. To show this, we have analyzed the data provided as a part of the CoMon project, a 

monitoring infrastructure for PlanetLab. We have used the data of the CPU utilization by  

more than a thousand servers located at more than 500 places around the world. The data have 

been collected in 5 minute intervals during the period from 10 to 19 May 2010. The 

distributions of the data over the mentioned 10 days along with the characteristics of the 

distribution are presented in Fig. 2. The data confirm the observation made by Barroso and 

Holzle [9]: the average CPU utilization is below 50%. The mean value of the CPU utilization 

is 36.44% with 95% confidence interval from 36.40% to 36.47%. The main run-time reasons 

of underutilization in data centers are variability of the workload and statistical effects. 

Modern service applications cannot be kept on fully utilized servers, as even non-significant 

workload fluctuation will lead to performance degradation and failing to provide the expected 

quality of service (QoS). However, servers in a non-virtualized data center are unlikely to be 

completelyidlebecauseofbackgroundtasks(e.g.,incrementalbackups),ordistributeddata 
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bases or file systems. Data distribution helps to tackle load-balancing problem and improves 

fault tolerance. Furthermore, despite the fact that the resources have to be provisioned to 

handle theoretical peak loads, it is very unlikely that all the servers of a large-scale data 

centers will be fully utilizedsimultaneously. 

 

Figure 2: The CPU utilization of more than 1000 PlanetLab nodes over a period of 10 days 

 
Another problem of high power consumption and increasing density of server’s components 

(i.e., 1U, blade servers) is the heat dissipation. Much of the electrical power consumed by 

computing resources gets turned into heat. The amount of heat produced by an integrated 

circuit depends on how efficient the component’s design is, and the voltage and frequency at 

which the component operates. The heat generated by the resources has to be dissipated to 

keep them within their safe thermal state. Overheating of the components can lead to a 

decrease of their lifetime and high error-proneness. Moreover, power is required to feed the 

cooling system operation. For each watt of power consumed by computing resources, an 

additional 0.5–1 W is required for the cooling system [6]. 

 

B. High energyconsumption 

The way to address high power consumption is the minimization of the peak power required 

to feed a completely utilized system. In contrast, the energy consumption is defined by the 

average power consumption over a period of time. Therefore, the actual energy consumption 

by a data center does not affect the cost of the infrastructure. However, it is reflected in the 

cost of electricity consumed by the system, which is the main component of data center 

operating costs. Furthermore, in most data centers, 50% of consumed energy never  reaches 

the computing resources: it is consumed by the cooling facilities or dissipated in conversions 

within the UPS and PDU systems. With the current tendency of continuously growing energy 

consumptionandcostsassociatedwithit,thepointwhenoperatingcostsexceedthecostof 
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computing resources themselves in few years can be reached soon. Therefore, it is crucial to 

develop and apply energy-efficient resource management strategies in data centers. 

 

TAXONOMY OF POWER/ENERGY MANAGEMENT IN COMPUTING 

SYSTEMS 

A large volume of research has been done in the area of power and energy-efficient resource 

management in computing systems. As power and energy management techniques are closely 

connected, from this point we will refer to them as power management. As shown in Fig. 3, 

the high-level power management techniques can be divided into static and dynamic. From 

the hardware point of view, SPM contains all the optimization methods that are applied at the 

design time at the circuit, logic, architectural, and system levels [17]. Circuit level 

optimizations are focused on the reduction of the switching activity power of individual logic 

gates and transistor level combinational circuits by the application of a complex gate design 

and transistor sizing. Optimizations at the logic level are aimed at the switching activity power 

of logic-level combinational and sequential circuits. Architecture level methods include the 

analysis of the system design and subsequent incorporation of power optimization techniques 

in it. In other words, this kind of optimization refers to the process of efficient mapping of a 

high-level problem specification onto a register-transfer level design. Apart from the 

optimization of the hardware-level system design, it is extremely important to carefully 

consider the implementation of programs that are supposed to run in the system. Even with 

perfectly designed hardware, poor software design can lead to dramatic performance and 

power losses. However, it is impractical or impossible to analyze power consumption caused 

by large programs at the operator level, as not only the process of compilation or code 

generation but also the order of instructions can have an impact on power consumption. 

Therefore, indirect estimation methods can be applied. For example, it has been shown that 

faster code almost always implies lower energy consumption [18]. Nevertheless, methods for 

guaranteed synthesizing of optimal algorithms are not available, and this is a very difficult 

researchproblem. 
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Figure 3: High-level taxonomy of power and energy management 

C. Hardware and FirmwareLevel 

The problem could be easily solved if transitions between power states would cause negligible 

power and performance overhead. However, transitions to low power states usually lead to 

additional power consumption and delays caused by the reinitialization of the components. 

For example, if entering a low-power state requires shutdown of the power supply, returning 

to the active state will cause a delay consisting of turning on and stabilization of the power 

supply and clock, reinitialization of the system, and restoring the context [23]. In the case of 

non-negligible transitions, efficient power management turns into a difficult online 

optimization problem. A transition to low-power state is worthwhile only if the period of 

inactivity is longer than the aggregated delay of transitions from and into the active state, and 

the saved power is higher than the required to reinitialize thecomponent. 

. 

 

D. Operating SystemLevel 

The taxonomy of the characteristics used to classify the works is presented in Fig. 4. 
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Figure 4: Operating system level taxonomy 

Pallipadi and Starikovskiy [19] have developed an in-kernel real-time power manager for the 

Linux OS called the on-demand governor. The manager continuously monitors the CPU 

utilization multiple times per second and sets a clock frequency and supply voltage pair that 

corresponds to current performance requirements keeping the CPU approximately 80% busy 

to handle fast changes in the workload. The goal of the on-demand governor is to keep the 

performance loss due to reduced frequency to the minimum. Modern CPU frequency scaling 

technologies provide extremely low latency allowing dynamic adjustment of the power 

consumption matching the variable workload with almost negligible performance overhead. 

For example, Enhanced Intel Speed step Technology enables frequency switching with the 

latency as low as 10 ms. To accommodate different requirements of diverse systems, the on- 

demand governor can be tuned via the specification of the rate at which the CPU utilization is 

checked and the value of the upper utilization threshold, which is set to 80% bydefault. 

There are a number of improvements that are currently under investigation, including parallel 

calculation of the utilization and a dedicated work queue. The original governor samples the 
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utilization of all of the processors in the system in a centralized way that can become a 

significant overhead with increase in the number of CPUs. To overcome this problem, the 

authors in [19] have proposed a parallel sampling independently for each CPU. Another 

improvement that can increase the performance for multiprocessor systems is to have 

dedicated kernel threads for the governor and do sampling and changing of frequencies in the 

context of a particular kernel thread. 

E. EcoSystem 

Zeng et al. [37,38] have proposed and developed ECO system—a framework for managing 

energy as a first-class OS resource aimed at battery-powered devices. The authors’ 

fundamental assumption is that applications play an important role in energy distribution 

opportunities that can be leveraged only at the application level. ECO system provides an 

interface to define a target battery lifetime and applications’ priorities used to determine the 

amount of energy that will be allocated to applications at each time frame. 

The authors split OS-level energy management into two dimensions. Along the first 

dimension, there is a variety of system devices (e.g., CPU, memory, disk storage, network 

interface) that can consume energy concurrently. The other dimension spans applications that 

share the system devices and cause the energy consumption. To address the problem of 

accounting the energy usage by both devices and applications, the authors have introduced a 

new measurement unit called currency. One unit of currency represents the right to consume a 

certain amount of energy during a fixed period of time. When the user sets the target battery 

lifetime and prioritizes the applications, ECO system transforms these data into an appropriate 

amount of currency and determines how much currency should be allocated to each 

application at each time frame. The length of the timeframe has been empirically determined 

as 1 s that is sufficient to achieve smooth energy allocation. An application expends the 

allocated amount of currency by utilizing the CPU, performing disk and memory accesses and 

consuming other system resources. An application can accumulate currency up to a specified 

limit. When an expenditure of an application exceeds the allocated amount of currency, none 

of the associated processes are scheduled or otherwiseserviced. 

The system has been implemented as a modified Linux kernel and has been experimentally 

evaluated. The obtained results show that the proposed model can be effectively used to meet 

different energy goals, such as achieving a target battery lifetime and proportional energy 

distribution among competing applications. 

 

VIRTUALISATION LEVEL 
 

The virtualization level enables the abstraction of an OS and applications running on it from 

the hardware. Physical resources can be split into a number of logical slices called VMs. Each 

VM can accommodate an individual OS creating for the user a view of a dedicated physical 
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resource and ensuring the performance and failure isolation between VMs sharing a single 

physical machine. The virtualization layer lies between the hardware and OS and, therefore, a 

virtual machine monitor (VMM) takes the control over resource multiplexing and has to be 

involved in the system’s power management. There are two ways of how a VMM can 

participate in the power management: 

1. A VMM can act as a power-aware OS without distinction between VMs: monitor the 

overall system’s performance and appropriately apply DVFS or any DCD techniques to the 

systemcomponents. 

2. Another way is to leverage OS’s specific power management policies and application-level 

knowledge, and map power management calls from different VMs on actual changes in the 

hardware’s power state or enforce system-wide power limits in a coordinatedmanner. 

Implications of Cloud Computing 

Cloud computing has become a very promising paradigm for both consumers and providers in 

various areas including science, engineering, and not to mention business. A Cloud typically 

consists of multiple resources possibly distributed and heterogeneous. Although the notion of 

a Cloud has existed in one form or another for some time now (its roots can be traced back to 

the mainframe era [66]), recent advances in virtualization technologies and the business trend 

of reducing the TCO in particular have made it much more appealing compared to when it 

was first introduced. There are many benefits from the adoption and deployment of Clouds, 

such as scalability and reliability; however, Clouds in essence aim to deliver more economical 

solutions to both parties (consumers and providers). By economical, we mean that consumers 

only need to pay per their use and providers can capitalize poorly utilizedresources. 

 
CONCLUSIONS 

 

In recent years, energy efficiency has emerged as one of the most important design 

requirements for modern computing systems, ranging from single servers to data centers and 

Clouds, as they continue to consume enormous amounts of electrical power. Apart from high 

operating costs incurred by computing resources, this leads to significant emissions of 

CO2into the environment. For example, currently, IT infrastructures contribute about 2% of 

the total CO2 footprints. Unless energy-efficient techniques and algorithms to manage 

computing resources are developed, IT’s contribution in the world’s energy consumption and 

CO2emissions is expected to rapidly grow. This is obviously unacceptable in the age of 

climate change and global warming. To facilitate further developments in the area, it is 

essential to survey and review the existing body of knowledge. Therefore, in this chapter, we 

have studied and classified various ways to achieve the power and energy efficiency in 

computing systems. Recent research advancements have been discussed and categorized 

across the hardware, OS, virtualization, and data centerlevels. 
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